Conformal Alignment: Knowing When to Trust Foundation Models with Guarantees
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LLM as “Radiologist™?

Shortage of Radiologist = use LLM?

In comparison with the study
of _, there is little overall
change. Again there is a
substantial enlargement of
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Trusted for medical
decision-making?

diffuse bilateral pulmonary :::::::>

opacifications consistent
with pulmonary edema. In the

appropriate clinical setting,
superimposed pneumonia would

have to be considered.

[Figure credit: MIMIC [V]

X-ray scan LLM generated report

Question

Foundation model
f . Prompt X — OutputY

= How to safely use LLM outputs Y = f(X)?
= What guarantees are reasonable and how to
achieve such guarantees?

Problem setup

= Available dataset with reference E;:

D = Dtrain U Dcalib — {(Xu Ez)}ze[n]
= Alignment function A : (f(X), F)— A
* Test dataset Diest = { X+ }jeim]

= An output is admissible if
Ai = .A(f(XZ), Ez) > C
= Goal: identify a subset § C [m| with
“trustworthy” outputs, i.e. 4,4, > c

Codes available at https://github.com/yugjerry/conformal-alignment
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Goal: Selection with FDR control
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Theoretical Guanrantee

Find a subset § C [m] such that

D ictm WA+ < ¢ j € S}

= (FDR control) Under exchangeability assumption,
FDR(SCA) S @7

FDR(S) = E <
(5) max(|S|, 1) = = (Asymptotic power) With H(t) = P(A < ¢, g(X) > t) and
while maximizing the selection power some #(a),
] > . 1{A,, >cjeS) - . lim Power =P(H(g(X)) <tla)| A > c)
Power(S) = E / Deariv|,m—00
_maX(Zje[m] H{Apyj > cf, 1)_
Conformal Alignment Results with MIMIC-CXR

1. Dirain: fit a prediction model ¢(X; f) = A(f(X), F)
2. Dearsp: calculate A, = g(X,+4; f) and conformal p-values

1+ ep,, HA < A > A\n+j}

= X = X-ray scan, E = reports by human experts
= f: finetuned ViT
* A(f(X), F) = 1{CheXBert outputs > 12 mathces}

Pj =
/ |Dcalib‘ + 1

3. Conformal Selection [Jin and Candeés (2023)] via BH procedure:

Scn =1{j € Im] : p; < ak*/m} with

= g:classifier(A ~ scores)
scores contain input uncertainty, output confidence, and
self-evaluation scores as covariates [Kuhn et al (2023),

ok Kadavath et al (2022), Lin et at (2024)] (more details [1])
*
k™ = max{k € m) :pu < —}
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